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ABSTRACT

Perceptual Image Quality Assessment (IQA) has many ap-
plications. Existing IQA approaches typically work only
for one of three scenarios: full-reference, non-reference, or
reduced-reference. Techniques that attempt to incorporate
image structure information often rely on hand-crafted fea-
tures, making them difficult to be extended to handle dif-
ferent scenarios. On the other hand, objective metrics like
Mean Square Error (MSE), while being easy to compute, are
often deemed ineffective for measuring perceptual quality.
This paper presents a novel approach to perceptual quality
assessment by developing an MSE-like metric, which enjoys
the benefit of MSE in terms of inexpensive computation and
universal applicability while allowing structural information
of an image being taken into consideration. The latter was
achieved through introducing structure-preserving kerneliza-
tion into a MSE-like formulation. We show that the method
can lead to competitive FR-IQA results. Further, by develop-
ing a feature coding scheme based on this formulation, we ex-
tend the model to improve the performance of NR-IQA meth-
ods. We report extensive experiments illustrating the results
from both our FR-IQA and NR-IQA algorithms with compar-
ison to existing state-of-the-art methods.

Index Terms— Mean Square Error, Image Quality As-
sessment, kernel method.

1. INTRODUCTION

Perceptual image quality assessment (IQA) has many multi-
media applications such as image denoising [1] and image
transmission. Based on the degree of reliance on a refer-
ence image, IQA models can be divided into three categories:
Full Reference IQA (FR-IQA), Reduced Reference IQA (RR-
IQA) and Non-Reference IQA (NR-IQA). FR-IQA needs a
reference image for estimating the distortion of a target im-
age. Numerous FR-IQA models have been proposed, includ-
ing those that incorporate image structure information [2],
mutual information [3, 4], and wavelet information [5], etc.
For RR-IQA, only partial information of a reference image
is needed, while NR-IQA models predict image quality with-
out any information from reference images. Recent NR-IQA

approaches have employed Bag of Words [6, 7], and DCT
transformation [8], etc. In general, existing approaches be-
long to one of the above three categories and only work for
their respective scenario. One objective of this paper is to
develop a unifying approach for both FR-IQA and NR-IQA,
hence maximizing the applicability of the IQA model.

In parallel with perceptual/subjective IQA, various objec-
tive measures have been employed in multimedia. The most
widely-used one is Mean Square Error (MSE) or its variants,
due to its simplicity and general effectiveness. MSE simply
measures the average per-sample difference between two sig-
nals. Since MSE is convex and differentiable, it is easy to use
optimization approaches for finding solutions to various mod-
els based on MSE. Unfortunately, it is well understood (e.g.,
[9]) that pixel-wise MSE (or its variants) is not a good mea-
sure for perceptual quality, primarily due to the fact that no
structural information of the image is considered in comput-
ing MSE. Some attempts have been tried to remedy this. For
example, in [10], a “perceptual-aware” MSE was proposed by
adding Gaussian filter or gradient operator, which helped to
improve the correlation between the human perceptual score
and the objective metric.

In this work, we aim at building a structure-preserving
MSE (SPMSE) which not only retains the computational ef-
ficiency and nice mathematical properties of MSE but also
leads to the development of effective IQA metrics. Our new
formulation of MSE is developed by employing the ‘kernel
trick’: we use HOG feature [11], an effective and efficient de-
scriptor for describing object structures, as an quality kernel
between two images, and show that the resultant formulation
leads to many of the desired properties. For FR-IQA, experi-
mental results show that SPMSE performs statistically better
than the well-known SSIM method and leads to very compet-
itive performance compared with with other state-of-the-art
methods on three benchmark datasets.

Moreover, we show that the proposed SPMSE can be em-
ployed in recent Bag-of-Words based models for NR-IQA
[7, 6]. In such existing models, the distortion image is rep-
resented by a feature vector which is the coefficients under
a codebook. However, most existing approaches focus on
designing hand-crafted features to be used by the codebook
training, rather than optimal representation under the code-



book. In other words, the feature encoding step, which should
contribute to the final quality metric significantly, has been
largely ignored. In this work, we propose and empirically
compare several coding schemes for NR-IQA based on the
SPMSE framework, and show that, compared to vector quan-
tization or sparse coding, the proposed method, structure pre-
serving coding, is more effective for NR-IQA models.

The rest of the paper is organized as follows: Section 2
reviews the related work. Section 3 describes SPMSE for
FR-IQA in details and introduces our SPMSE encoding for
NR-IQA. In Section 4, experimental results on widely-used
datasets are reported; and finally in Section 5, conclusions are
made and future improvements and issues are discussed.

2. RELATED WORK

We review the related work on FR-IQA and recent advanced
methods in NR-IQA.

FR-IQA: One of the most widely-used and influential
FR-IQA method is Structure SIMilarity Index (SSIM). It is
based on the assumption that the underlying image quality
score is highly related to the image structure. For a pair of
a reference image s and a distortion image ¢, SSIM com-
pares them with image luminance, contrast and structure as:

SSIM(s,t) = (;52‘2!4:;?1+C€1))(57220;;§$20)2)’ where, for image

1,7, W; is the local mean intensity, o; is the local variance
and o055 is the local covariance. Visual Information Fidelity
(VIF) is another IQA approach that captures the signal statis-
tics for image fidelity assessment. In [12], it was argued that
the HSV space is appropriate for full-reference image quality
assessment, owing to distinctive features of high-quality and
low-quality images in this space. In [13], the author provides
a gradient similarity method for image quality assessment.
For a thorough survey of modern IQA development, please
refer to [14]. In contrast to the methods discussed above, the
proposed framework starts from the widely used MSE and
applies kernel method to the objective function for preserving
image structure.

NR-IQA: When images are transferred to some specific
domain, e.g., the DCT domain, local descriptors may be mod-
eled by some parametric distribution, based on this, some pre-
vious works [8, 15, 16] on NR-IQA have focused primarily
on Natural Scene Statistics (NSS). On the other hand, in-
spired by the success of Bag-of-Words approaches in com-
puter vision, [7] uses visual codebook to assess image qual-
ity. Quality measure of a new image is obtained by comput-
ing the average of quality scores of the codewords, weighted
by their distances to visual words in the image. However,
the method requires a large number of codewords and pre-
computed Gabor-filters. Other than hand-crafted features, [6]
proposes an unsupervised feature-learning method based on
raw image patches. The proposed method is similar to [7]
in term of its codebook-based encoding. However, our goal
is to learn the features based on raw image patches for both

non-distortion images and distortion images.

3. THE PROPOSED SPMSE FRAMEWORK

3.1. Structure Persevering Mean Square Error

Given two signals s,¢ € R”, the objective function of MSE
is [|s—t||3/N. In SPMSE, we introduce a non-linear structure
extractor term for each signal as +||¢(s) — ¢(t)||3 where ¢
is a mapping function, which maps the original data space to
a new feature space. The objective function of SPMSE is:

zl=zl=

SPMSE(s,t) 16(s) — (213

((¢(s)(s5)) — 2((s)o(1)) + (H(1)¢(2)))
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In Eq. 1, the SPMSE is guaranteed to be non-negative, and
thus it can be viewed as a distance measure. Introducing a
kernel operation, we can re-write SPMSE as:

SPMSE(s, ) = %(K(s, )= 2x K(s,0) + K(t,) ()

where K is a valid Mercer kernel [18], which can be viewed
as a non-linear feature similarity measure for the signals. In
the next section we will discuss how to choose K.

3.1.1. Kernel Selection

As definition in [18]: “a kernel is a function that returns the
inner product between the images of two inputs in some fea-
ture space”. The intuition of the kernel method is to mea-
sure the similarity between two data vectors in a new fea-
ture space. The most widely used kernels for images (sig-
nals) are polynomial kernels and RBF kernels [18]. A poly-
nomial kernel is given by K (z,y) = ({(z,y) + R)? where R

and d are kernel parameters. The RBF kernel is defined as
lz—u|?
K(z,z) = exp —22% . However, trivially bringing them to

the proposed objective function is not a good choice for FR-
IQA, since the resultant MSE-based kernel function is still
based on pixel-wise computation and hence losing the sight
of the image structure distortion, which has been argued to be
an essential factor for IQA [4, 2].

Thus, one of our goals is to find a proper kernel that
helps to retain structural information of an image. Inspired
by its success in object detection, e.g. [11], we employ His-
togram of Oriented Gradient(HOG) as image quality descrip-
tor. HOG is one of the most-used low-level vision features
for object detection and recognition, and the essential thought
behinds HOG is that the local appearance and structure in im-
ages can be described by its gradient distribution. Based on
the following theorem, we show it can be incorporated into
our proposed framework as a valid kernel function.



Theorem 1: HOG operator is a valid kernel function.

Proof: Let 0; and M; be the orientation and magnitude
of gradient at pixel 7. Then the HOG feature of each pixel is
represented by a hard binning indicator.

-

For each image block P, the oriented gradient is represented
as o(P) = ) ,cp M; - 6;. When measuring the similarity
between patches from two different images, it is equivalent to
match the patches in the feature space. Thus, we can represent
the similarity between image patches in the feature space with
a linear kernel:

1 iff=n-1
0 otherwise

3

K(P,Q) =Y M;-6; Y My-6,=> % M5/ 5,M,
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“
where P, ) are two patches from two images. Since M; M,
is a non negative scalar and 6!, is the inner product of two
vectors, then we can substitute two linear kernel K s (i,i') =
M; - My, Ks(i,i') = 616, in Eq. 4. Thus, K(P,Q) is a
valid kernel [18] and it provides a kernel view of HOG.

It is worth noting that, in contrast to [13], where the met-
ric is simply based on the similarity of gradient value from
two signals. In the proposed framework, inspired by the suc-
cess of using HOG for object detection, we utilize the prop-
erty of the HOG for image structure description. Specifically,
in Theorem 1, K (7, 4") measures the similarity of gradient
magnitude of two pixels and K (i, ') measures the similarity
of gradient orientations of two pixels. Thus, instead of mea-
suring the pixel similarity in MSE, the proposed SPMSE can
be viewed as a structure similarity measure for image patches
(e.g. 8 x 8 rectangles in HOG).

3.2. Structure-Persevering Coding

In Section 3.1, we proposed a SPMSE framework for the FR-
IQA problem, which captures image local structures instead
of measuring the pixel-wise error. Noting Eq. 1 is convex
and differentiable, we can easily build an objective function
to minimize. We now show how the idea may be extended to
handle NR-IQA problems.

In recent NR-IQA approaches [7, 6, 15, 17], different fea-
tures have been designed. However, feature coding has been
largely ignored. In other words, how to efficiently encode
the features for NR-IQA is still not well addressed. In [7],
hard vector coding was used, and in [6], the authors argue soft
coding is better, while [17] argues sparse coding is more effi-
cient. In [19], locality linear coding is proposed, the authors
observed that the non-zero coefficients are often assigned to

’

the nearby bases of the encoded data. Based on these observa-
tions, we compare different coding schemes and then propose
a novel feature coding scheme for NR-IQA, which supports
feature learning with the proposed SPMSE metric.

Let X be a set of M-dimensional feature vectors ex-
tracted from images, i.e., X = [v1,Z2,.....,xy] € RM*N,
C = [c1, ¢, ...,cn] is a set of code coefficients for X based
on codebook B = [by, by, ...bx] € RM*E_ ( can be gen-
erated by different coding schemes for image representation.
Based on [19, 17, 20], the proposed coding scheme solves the
following optimization problem:

N
argmin Y |lz; — Bel[3 + M| Dici[3 + ples| (5
¢ i=1
where D; € RE*X is a diagonal matrix, with each element
in the diagonal representing the SPMSE score of input image
patch 4 and code basis j, i.e.D;; ;) = SPMSE(x;,b;). The
second term in Eq. 5 gives the input patch freedom to decide
proportion of similar structure bases in the codebook, while
the third term is the sparse regularization term which makes
the nonlinear representation of the features. Unfortunately,
the above objective function is computational expensive. To
alleviate this, we propose an approximation scheme by relax-
ing the sparse term in the objective function to 17¢; = 1,Vi,
which still achieves sparsity if we set small values in the solu-
tion to zero. Since the Eq. 5 can be decomposed, the encoded
feature c; can be obtained by solving the following optimiza-
tion problem:

argmin J = |Jz; — Beyl[5 + A|[Dici|3
¢ (6)
subjectto  17¢; = 1;
The Lagrangian function of Eq. 6 is:
L= Hl‘i—BCZ'H%—F)\HDZ'QH%+T(1Tci—1) @)

where 7 is Lagrangian multiplier. Taking the derivation of L
and setting it to zero, we can obtain:

1 =2BT2; — 2BT Be; — 2\D?¢; (8)
Trick 1: chi = land xZTBci is a scalar, Eq. 8 can be written
as:
71+ 227 Be;1 = 2BT 2,17 ¢; — 2BT Be; — 2AD2c;

+ 21.TZTBCi

1

= —5(r+ ' Be;)1 = (BYB — BTz1" + AD? — 127 B)¢;
(10)

Trick 2: x;fpxichi is a scalar, thus it can be added on the
both sides:

1

_5(7' + miTBcZ-)l + xinUilTCil = (BTB — BTz7
+ AD? — 127 B)¢;

+ ll‘ZTle lTCZ'

(1)



Table 1. PLCC comparison of different FR-IQA models

LIVE(779 images) | TID2008(1300 images) | CSIQ(750 images)
MSE 0.8739 0.7649 0.8882 0.8279
SSIM 0.9451 0.8530 0.9188 0.8962
VIF 0.9604 0.8938 0.9321 0.9226
IFC 0.9268 0.8007 0.8912 0.8599
MAD 0.9394 0.8306 0.8881 0.8762
SPMSE 0.9364 0.8876 0.9213 0.9096

1
= —5(7 + 2T Be; — 22T 21" ¢)1 = (BTB — BT 2,17
+AD? —12'B

+ lz?:z:ilT)ci
(12)
Finally, the closed form solution can be obtained after nor-
malization as :

&= ((B" - 12])(BT -

Cz':gi/lgi

T™NT 2
1z; )" +AD;)\ 1 (13)

Compared to hard vector quantization encoding [7] which
represents images from a single basis, the approximation
scheme of Eq. 5 will achieve much smaller error because of
the use of multiple bases (soft coding). It is worth noting that
the method in [19] is based on pixel-wise representation, lack-
ing the structural information captured by our SPMSE-based
scheme. Moreover, we empirically observed that the coding
results from [17] tend to select codebook bases that were from
images under different distortions, while code bases from our
approach tend to belong to images of similar distortion.

4. EXPERIMENTS

4.1. FR-IQA Evaluation Protocol

Database for FR-IQA evaluation: To evaluate the proposed
framework, we tested it on three benchmark IQA datasets:
LIVE[21], TID2008[22], and CSIQ[12]. The images in
these datasets are generated with different type of distortion
and associated with human/subjective opinion score. The
LIVE database contains 29 reference images and 779 dis-
torted images with 5 different distortions: JPEG2000 com-
pression (JP2K), JPEG compression (JPEG), additive white
noise(AWN), Gaussian blur (GB), and Fast fading (FF). The
TID2008 database contains 25 reference images and 1700 dis-
torted images with 17 different noise types. Since the last
four distortions (totally 400 images) are not structure distor-
tions, e.g. intensity shift, which is a highly subjective task for
people to distinguish with, we reported the results on first 13
distortions. This protocol also has been used in [6, 17]. The
CSIQ contains 30 reference images and 866 distorted images
generated from JP2K, JPEG, AWN, GB, and pink Gaussian
noise, the contrast change is also not the structure distortion

for us to deal with. Thus, the number of images from CSIQ is
750.

Evaluation: We evaluate the performance of differ-
ent methods using Pearson Linear Correlation Coefficient
(PLCC) and Spearman Rank Order Correlation Coefficient
(SROCC). PLCC is considered as a measurement of the pre-
diction accuracy and SROCC is viewed as an evaluation of
how well the relationship between the predicted score and the
subject opinion score can be described. A good IQA model
should have high PLCC and SROCC.

4.2. NR-IQA Evaluation Protocol

Database for NR-IQA evaluation and codebook construc-
tion: We use LIVE database for evaluation and adopt CSIQ
databse for codebook construction based on the following rea-
sons: First, there is no overlap between CSIQ dataset and
LIVE dataset. Second, both CSIQ and LIVE contain four
types of distortion: JP2K, JPEG, GB, AWN. Thus, it is rea-
sonable to use codebook generated from CSIQ to represent
the images in LIVE instead of TID2008 which has much more
noise types than CSIQ. For each image in CSIQ, we randomly
extract 10000 7 by 7 raw patches, then using K-means clus-
tering to generate the codebook. In our experiment, the code-
book is fixed by 10000 x 49. This protocol is also used in
[7].

NR-IQA Regression and Evaluation: The predicted
score is calculated from linear support vector regression
(SVR) directly. Since codebook is constructed from unla-
beled data, in LIVE database, we randomly pick 80% images
associate with human subject score to train the SVR and re-
maining 20% for testing. Moreover, we repeat the train-test
scheme 100 times for cross-validation. It is worth noting that
both the training set and the testing set only contain the dis-
torted images. Finally, we use max-pooling to represent im-
age feature.

4.3. Comparison with FR-IQA and NR-IQA algorithms

In this sub-section, we first compare the results of the pro-
posed method with state-of-the-art FR-IQA models including
SSIM [2], VIF[3], IFC[4], MAD [12]. Table 1 and Table 2 list
the results of SROCC and PLCC of different FR-IQA models
respectively. The results are reported from the original papers



with default parameter settings. It is worth noting that PLCC
results are reported after logistic regression (Eq. (14) and Eq.
15) between predicted score and subject opinion score, which
follows the instruction reported in [23].

From Table 2 and Table 1, we can draw the following con-
clusions. First, the proposed method outperforms a large mar-
gin to MSE and is superior to SSIM. Second, the proposed
method is comparable to other state-of-the-art method, e.g.,
VIF, MAD, in terms of average resuls among three bench-
mark datasets. Moreover, in Table 3, we compare the speed1
of the proposed method and other top 3 FR-IQA metrics. It
can be seen that the proposed is efficient in terms of compu-
tation time.

Table 3. Speed Comparison with Top 3 metrics in FR-IQA to

Table 4. SROCC comparison of different NR-IQA models on
LIVE

Method | JP2K | JPEG | AWN | GB FF ALL
PSNR 0.872 | 0.885 | 0.941 | 0.764 | 0.875 | 0.867
SSIM 0.939 | 0.946 | 0.965 | 0.909 | 0.941 | 0913
BIQI 0.856 | 0.786 | 0.972 | 0.910 | 0.762 | 0.819
CO-

RINA 0.943 | 0.955 | 0.976 | 0.969 | 0.906 | 0.942
DIVL- 0913 | 0.910 | 0.984 | 0.921 | 0.863 | 0.916
INE

BLI- 0.929 | 0.955 | 0.956 | 0.923 | 0.889 | 0.931
INDS

SPMSE | 0.936 | 0.948 | 0.952 | 0.958 | 0.872 | 0.930
LLC 0.921 | 0.941 | 0.942 | 0.932 | 0.862 | 0.909
HC 0.919 | 0.948 | 0.945 | 0.908 | 0.905 | 0.917
SC 0.926 | 0.958 | 0.952 | 0.941 | 0.852 | 0.921

MSE
MSE | SSIM | SPMSE | VIF | MAD
Time(s) 0.0021 | 0.031 0.043 | 0974 | 2.07
ratio to MSE 1 15 20 458 986

In Table 4 and Table 5, we report the results of our en-
coding scheme with comparison of state-of-the-art NR-IQA
methods and other encoding schemes. The compared meth-
ods including BIQI [7], CORINA[7], DIIVINE [16] and BLI-
INDS (SVM) [8] and we also compared our encoding meth-
ods with hard encoding (HC), sparse encoding (SC) [20] and
locality linear encoding (LLC) [19]. From the result we can
see that our proposed achieves best result among all the en-
coding schemes which have same codebook, meanwhile, our
result is comparable to state-of-the-arts models, e.g., CO-
RINA. Noting that the evaluation of the proposed method
only employs general procedures of BOW, the results can
be further improved by employing a more powerful regres-
sor (e.g. random forest) or using precomputed features (e.g.,
NSS) instead of raw image patches.

Quality(x) = Brlogistic(Ba, (x — B3)) + Bax + B5 (14)

5)

., 1
lOgZSt'LC(T,I’) = 5 — HTP(T:E)

5. DISCUSSION AND FUTURE WORK

We proposed a simple yet effective approach for image qual-
ity assessment. First, we proposed a structure-preserving
MSE-like error function for FR-IQA, and the experimental
results show that our method is competitive with respect to
the state-of-the-art methods and in particular, outperforms the

All the codes are implemented by Matlab and obtained from original
authors’ webpage. The HOG computation part is written in C and compiled
by Matlab.

Table 5. PLCC comparison of different NR-IQA models on

LIVE
Method | JP2K | JPEG | AWN | GB FF ALL
PSNR 0.873 | 0.874 | 0.928 | 0.774 | 0.869 | 0.855
SSIM 0.920 | 0.955 | 0.982 | 0.891 | 0.939 | 0.906
BIQI 0.809 | 0.901 | 0.954 | 0.829 | 0.733 | 0.821
CO-
RINA 0.951 | 0.965 | 0.987 | 0.968 | 0.917 | 0.935
DIVI- 0.922 | 0.921 | 0.988 | 0.923 | 0.888 | 0.917
INE
BLI- 0.935 | 0.968 | 0.980 | 0.938 | 0.896 | 0.930
INDS . . . . .
SPMSE | 0.947 | 0.951 | 0.971 | 0.970 | 0.899 | 0.934
LLC 0.931 | 0.941 | 0.943 | 0.942 | 0.872 | 0.919
HC 0.921 | 0.950 | 0.965 | 0.929 | 0.883 | 0.917
SC 0.929 | 0.965 | 0.959 | 0.945 | 0.892 | 0.925

well-known SSIM. Second, we showed that the proposed ap-
proach can be applied to the NR-IQA framework as well,
through incorporating it in a coding scheme. Even with only a
fixed and unoptimized codebook, the experimental results still
showed performance comparable to current approaches. Fu-
ture efforts include at least two possible exentions: a learning-
based method for selecting a kernel function more efficiently,
and codebook learning for improved NR-IQA.
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