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Abstract

Image segmentation has been studied in computer vision for many years and yet it
remains a challenging task. One major difficulty arises from the diversity of the fore-
ground, which often results in ambiguity of background-foreground separation, espe-
cially when prior knowledge is missing. To overcome this difficulty, cosegmentation
methods were proposed, where a set of images sharing some common foreground ob-
jects are segmented simultaneously. Different models have been employed for exploring
such a prior of common foreground. In this paper, we propose to formulate the image
cosegmentaion problem using a multi-task learning framework, where segmentation of
each image is viewed as one task and the prior of shared foreground is modeled via the
intrinsic relatedness among the tasks. Compared with other existing methods, the pro-
posed approach is able to simultaneously segment more than two images with relatively
low computational cost. The proposed formulation, with three different embodiments, is
evaluated on two benchmark datasets, the CMU iCoseg dataset and the MSRC dataset,
with comparison to leading existing methods. Experimental results demonstrate the ef-
fectiveness of the proposed method.

1 Introduction
Though having been studied over the past few decades with a lot of algorithms being pro-
posed, e.g., normalized cut [31], graph cut [11], image segmentation still remains a chal-
lenging vision task. One key difficulty arises from the ambiguity between the foreground
object and the background, especially when no proper prior is given. To alleviate such am-
biguity, different methods have been developed in the past. For example, [26] used human
input to improve the segmentation; [23] used nonlinear shape prior to improve the segmenta-
tion. Recently, image cosegmentation [27] was proposed, where multiple images sharing the
common foreground object are segmented simultaneously. The prior that a common object
is shared among the images is helpful for reducing the ambiguity in the segmentation task.

Since [27], numerous cosegmentation algorithms have been proposed. [33] extended
MRF for segmenting a pair of images. Co-segmenting more than two images was discussed
in [16, 20]. In [17, 19] a more challenging problem called multiple foreground segmentation
problem, where multiple foreground objects are presented in the images, was explored. [21,
28] proposed weakly supervised methods, where image annotation was utilized to facilitate
the segmentation.
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There are several limitations in the existing methods. The approach of [33] can segment
only two images. Though the method of [16] is able to segment more than two images
simultaneously, its complexity is too high for more than a couple of images: it took 8 minutes
for segmenting two images but 6 hours for eight images. Image annotation is required in [21].
SIFT-flow was used in [29] to find the correspondences for each pair of images, which can
be costly (no time information was available for that method) considering that there would
be a lot of pairs of images for a big set.

Considering those limitations, in this work we propose to address the image cosegmetan-
tion problem using the multi-task learning framework. In the proposed method, segmentation
of each image is viewed as one task and multiple tasks are solved simultaneously. Each task
finds a classifier segmenting the foreground from the background in an image, while the
prior that the images share the common foreground object is captured by the intrinsic relat-
edness among the tasks. To model this relatedness (or prior), we evaluate and compare three
different schemes, considering shared features cross tasks or similarity of the classifiers.

The contributions of this paper are twofold. First, we formulate the image cosegmenta-
tion problem via a multi-task learning framework, resulting in a systematic way of modeling
the important prior of shared foreground among multiple images. Second, we implement and
analyze three different embodiments of the multi-task learning formulation, demonstrating
the flexibility of the formulation in addressing the image cosegmentation task. These contri-
butions are supported by comparative experiments where the proposed method is shown to
outperform, in terms of both accuracy and speed, other leading cosegmentation methods on
two benchmark datasets: the CMU iCoseg dataset and the MSRC dataset.

In the rest of the paper, we first review some related work in Sec. 2; the proposed method
is presented in Sec. 3; Sec. 4 shows the experiment results of the proposed method with
comparisons to the existing methods; and the paper concludes with a discussion in Sec. 5.

2 Related Work
In this section, we will review some related works in the literature.

Image Cosegmentation: many different algorithms have been proposed for image coseg-
mentation. In [27], an extension of MRF was proposed for cosegmenting a pair of images,
where histogram matching was utilized. [33] compared three different histogram matching
methods. However, those methods are limited to the context of a pair of image. Later, [16]
proposed discriminative clustering for cosegmenting more than two images. However it suf-
fers from high computational cost, e.g., it took 8 minutes for segmenting two images but 6
hours for eight images. [20] proposed another method for segmenting more than two images.
While earlier works focused on segmenting images which shares a unique foreground object,
a more challenging version called multiple foreground segmentation problem was addressed
in [17, 19], where multiple foreground objects are presented in the images. To improve the
accuracy of segmentation, supervisory information was also considered, e.g., in [21, 28],
where image annotation was considered to facilitate cosegmetation. This idea was further
explored in [29], where the image annotation is automatically discovered from Internet.

Visual Saliency/Cosaliency: visual saliency, which predicts regions in the field of view
that draw the most visual attention, has attracted a lot of interest from researchers. One
early work that is widely known was proposed in [13]. Since then, a lot of different models
have been proposed for computing visual saliency, e.g., graph-based visual saliency [12]
and PCA saliency [24]. A recent survey was reported in [5]. Visual saliency has been
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Figure 1: The overview of the proposed algorithm. We first extract the saliency map for the
input images; according to the saliency map, we pick the seed regions to initialize the multi-
task learning algorithm; and finally according to the output of multi-task learning algorithm,
we use grab cut to obtain the final segmentation result.

used in other vision tasks including image segmentation, where visual saliency is used to
initialize the foreground. For image cosegmentation, recognizing the salient object should
be common in the set of images, image cosaliency has been proposed, which considers both
the repeatedness and saliency of the patches. In [7], image cosaliency was considered for a
pair of images. Image cosaliency for more than two images was proposed in [6].

Multi-task Learning: Multi-task learning aims at improving the generalization perfor-
mance of a set of related machine learning tasks (e.g., classification and regression), lever-
aging the intrinsic relatedness of these tasks. Multi-task learning has been an active topic in
machine learning and has found successful application in various areas especially in com-
puter vision [36, 37, 38] and bioinformatics [4]. There are many approaches in multi-task
learning for modeling the task relatedness. Regularization-based models are among the most
popular since they can easily incorporate existing computational models and various assump-
tions of task relatedness. In [9], the model parameters from different tasks were assumed to
be drawn from the same distribution and thus close to the mean. When the feature dimension
is high, typical assumptions include a shared subspace [2] and a shared set of features across
tasks [22]. While many multi-task learning approaches focus on learning a shared represen-
tation across all tasks, there are efforts on finding clustered structures among tasks [14, 41]
and learning task relationship [39].

3 Proposed Method

In this section, we present the proposed method, an overview of which is illustrated in Fig 1.
In experiments of this paper, we first over-segment the images into superpixels and then use
them as basic units for subsequence processing. For obtaining the superpixels, we use SLIC
[1] and set the number of superpixels for each image to 200. For notations, we use X j

i to
represent the descriptor of the jth superpixel in ith image and y j

i as its label. In the following
subsections, we will elaborate each component of the proposed method.
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Feature Normalization Dim. d(x,y)
Average RGB values divided by 255 3 |x−y|22
Average LAB values divided by 100 3 |x−y|22

Absolute responses of LM filter untouched 15 |x−y|22
LAB histogram normalized to unit sum 2048 χ2(x,y)

Hue/saturation histogram normalized to unit sum 16 χ2(x,y)
Texton histogram normalized to unit sum 65 χ2(x,y)

Center of superpixel divided by size of image 2 |x−y|22
Bounding box of superpixel divided by size of image 4 |x−y|22

Aspect ratio of bounding box untouched 1 |x−y|22
Area of superpixel divided by area of image 1 |x−y|22

Table 1: The feature used in this paper, which is designed according to [15]. The nor-
malization process aims to keep the data within the range of [0,1]. The 3rd column shows
the dimensions of the feature and the fourth column shows the distance functions, where
χ2(x,y) = ∑i

2(xi−yi)
2

(xi+yi)
.

3.1 Feature Extraction
For each superpixel, we extract the feature according to [15], which includes geometry mea-
surements, color, texture and edges. The list of features is shown in Tab. 1.

The similarity measure of the superpixels is one of the most important component for
image segmentation. For image cosegmentation, we need not only the similarities measure
of the superpixels within each image, but also the similarities measure of superpixels cross
different images. The similarities of the superpixels within each image are computed as:

A(i, j; p,q) = K(X j
i ,X

q
p)× e

−|loc(X j
i )−loc(Xq

p)|22
2σ if i = p (1)

where A(i, j; p,q) measures similarity between X j
i and Xq

p, loc(·) is the location of the mass
center of the superpixels and K(·, ·) is the kernel function. This measurement assign high
similarity score to superpixels which are both spatially close and feature-wise similar.

However, the similarities of superpixels cross different images cannot be computed in

this way, as e
−|loc(X j

i )−loc(Xq
p)|22

2σ is no longer meaningful for i 6= p. In [29], SIFT-flow is applied
to find the correspondences of pixels/superpixels between each pair of images and the cor-
respondences are used as the measurement of geometrical closeness. This method would be
extremely costly for set with many images and would become unstable when the differences
of the images are significant, e.g., when the foreground objects of different images vary too
much in scale. We propose the following approach for measuring the similarity between
superpixels of inter-images. For each superpixel in ith image, we find top k most similar
superpixels in all other images p 6= i, i.e.,

A(i, j; p,q) = K(X j
i ,X

q
p)×KNN(i, j; p,q) if i 6= p (2)

where KNN(i, j; p,q) = 1 if superpixel Xq
p belongs to the top k most similar superpixels with

X j
i ; otherwise KNN(i, j; p,q) = 0. In our experiment, we found that this scheme was able to

deliver good performance.
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The kernel function K(·, ·) is defined as K(x,y) = e
− d(x,y)

η2 , where d(x,y) is the sum of
distances of all features as described in Tab. 1 Col. 4 and η is the expected mean of d(x,y).

3.2 Visual Cosaliency

Recently visual saliency has been used as initialization of several image segmentation algo-
rithms. In [6], visual cosaliency was proposed and utilized to initialize the image coegmen-
tation algorithm. However, as [6] computed co-saliency=saliency×repeatedness, it is not
robust to outliers, e.g., the shared foreground object (region with high repeatedness) may be
marked as non-salient by the single-view salient model for some images, then the cosaliency
map for those image would be wrong. In the proposed cosaliency, a superpixel is cosalient,
if it is not only salient in the corresponding image but also similar to salient superpixels of
other images. More formally it can be written as:

s j
i (t +1) = (1−α)ŝ j

i +α ∑
p,q:sq

p(t)≥τ

sq
p(t)×A(i, j; p,q) (3)

where s j
i (t+1) is the cosaliency score of X j

i in Iteration t+1, ŝ is the saliency computed from
each image individually (for which we use PCA saliency in [24]), A(i, j; p,q) is the similarity
between superpixel X j

i and Xq
p, and τ is the threshold defining the salient superpixels (e.g.,

mean of saliency score of superpixels in all images).
The first part of Eqn. 3 computes the saliency for each individual image and the second

part measures the similarity to the salient region of other images. α is the weight for combin-
ing those two terms. We dynamically set α according to the similarities of the salient regions
of the images: for images which have similar salient regions, α will be set to a large value;
otherwise, a small value will be used. More formally, we have α = α̂

1+e
µ−s̄

β

, where α̂ is the

upper bound for α , s̄ is the similarity of the salient region of the images via PCA saliency, µ

and β are two constants. In our experiment, we set α̂ = 0.85, µ = 0.52 and β = 0.02.
We will repeat the iteration of Eqn. 3 until s j

i does not change. In our experiments, we
observed that typically less than 100 iterations were required before the iteration converges.
After computing the cosaliency score s j

i , we label the top 20% of the salient superpixel as
the foreground and the bottom 70% ones as background (similar as what done in [18]) to
initialize the image cosegmentation algorithm, which will be described below.

3.3 Multi-task Learning

As described earlier, we formulate image cosegmentation as a multi-task learning problem,
where the segmentation of each image is viewed as one task. Naturally, in this formulation
the prior that common foreground objects are shared among the images is assumed to be
captured by the intrinsic relatedness among the tasks.

For developing a solution under this formulation, we focus on regularization-based mod-
eling, due to its flexibility in incorporating existing computational models and supporting
various assumptions of task relatedness. Mathematically, the problem is formulated as the
following regularization-based multi-task learning problem:

{Wi} : argmin
{Wi}

f ({Wi})+g(W) (4)
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where Wi is the classifier that segments foreground object from the background in ith im-
age (and we use linear classifier in this paper), {Wi} for the set of images and {X j

i ,y
j
i }

for the descriptors and the labels of the superpixels in ith image. The regularization term
g(.) encodes a specific assumption on how the tasks are related. We collectively represent
the classifier parameters in a matrix form W = [W1, . . . ,WN ], where N is the number of
classifiers (images).

In f ({Wi}) = ∑i fi(Wi,{X j
i ,y

j
i }), we require the classifier Wi both correctly classify the

labeled data and also be smooth in the manifold which embeds the data. Accordingly:

f (Wi,{X j
i ,y

j
i }) = ∑

j
l(WT

i X j
i +bi,y

j
i )+ ∑

p6=q
|(WT

i Xp
i +bi)− (WT

i Xq
i +bi)|d(Xp

i ,X
q
i ) (5)

where l(x,y) = 1
1+e−y×x is the logistic loss and bi is the bias of the linear classifier. By using

the Laplacian matrix, we can rewrite Eqn. 5 as

f (Wi,{X j
i ,y

j
i }) = ∑

i
l(WT

i X j
i +bi,y

j
i )+WT

i XiLiXT
i Wi

where Li is the Laplacian matrix built according to the similarity measure of superpixels as
described in Sec. 3.1. In this work, since we consider foreground/background segmentation,
accordingly we have y j

i ∈ {−1,0,1}, where 1 means foreground, −1 for background and 0
for unavailable.

For g(W), we consider the following three multi-task learning assumptions:
1) the task parameters are drawn from the same distribution (short as “mean”). Since
cosegmentation is supposed to capture a common foreground object among a set of images,
it is reasonable to assume that the parameters of the classifiers are drawn from the same
distribution, and thus the parameters are close to the mean value ∑i Wi, leading to

{Wi} : argmin
{Wi}

f ({Wi})+λ‖Wi−1/N
N

∑
j=1

W j‖2
2. (6)

2) the models of the tasks share a common low-rank subspace (short as “low”). When
the images are too different from each other, assuming the models are from the same distri-
bution is sometimes too restrictive. An alternative approach is to assume that the models are
from the same low-dimensional subspace, which means the model vectors Wi are formed by
linear combinations of a few shared basis vectors. In terms of model matrix W, we expect a
low-rank structure. To encourage a low-rank structure on the model matrix, we penalize the
convex surrogate of the rank function – trace norm of W, which gives us

{Wi} : argmin
{Wi}

f ({Wi})+λ‖W‖∗ (7)

where ‖W‖∗ = ∑
min(d,N)
i=1 σi(W ) is the trace norm of W. The limitation of the low-rank

subspace assumption is that when either we have few images (N) or the feature dimension
(d) is very small i.e., min(d,N) is small, the low-rank assumption is of little use because the
upper bound of the rank of W is already small.
3) the models of the tasks share the same small subset of features (short as “`2,1”). For
different images, depending on the content of the image, chances are that the prediction
models might be very different from each other. However, since they are for segmentation
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of the same object, the relevant features may be similar. The group Lasso technique can be
used to enable joint feature selection across tasks, giving us

{Wi} : argmin
{Wi}

f ({Wi})+λ‖W‖2,1 (8)

Optimization. The optimization problem in Eqn.6 is smooth and thus can be solved
efficiently by solving the gradient equation. In Eqn.7 and Eqn.8, however, the regularization
terms are non-smooth. Accelerated projected gradient can be used to solve them. In this
paper we use the implementation in the multi-task learning package MALSAR [40]. As the
three problems are all convex, thus the convergence to global optimal would be obtained.

After we find the classifiers with the multi-task learning methods, we apply the classifiers
to each superpixel of the images. The classifiers return a score within [0,1] via logistic
function. We then label a superpixel as background if its response is smaller than 80% of the
mean response of all of the superpixels of all images, which will be used for initialization of
Grabcut algorithm [26] to obtain the final segmentation, as in [29].

4 Experiment
We now report experiments evaluating the proposed method on two widely-used datasets:
CMU iCoseg (37 sets of images, 4 to 41 images per class) [3] and MSRC (14 sets of images,
around 30 images for each set) [29]. We compared with several existing methods, some of
them being the current state-of-art. For performance metric, we compute the accuracy of the
segmentation result over the manually labeled mask, which includes both foreground and

background p =
true postive+true negative

area of image . Since the proposed method is unsupervised, the
existing methods which required training stage, e.g., [32][34], are not included for compar-
isons. Note, we don’t include the results from [33][29] for iCoseg dataset, because their
results are only computed with 30 classes instead of the total 37 classes, which makes the
comparison unfair. For all experiments, we use λ = 0.01 for all three methods.

The results of the proposed methods with comparison to the existing methods are sum-
marized in Tab. 2 (a) and (b), where the per-set accuracy is also illustrated in Fig. 2. From the
results, we can find that the proposed methods significantly outperform most of the compared
existing methods. The average performances are about 88% on iCoseg dataset and 81% on
MSRC dataset, where the lowest accuracy (around 0.6) is reported for Set 17 from iCoseg
dataset. An explanation to this could be that the images in this set are less homogeneous and
enforcing the classifiers to be similar is less beneficial. The proposed methods have better
performances on iCoseg dataset than on MSRC dataset, which could be explained by that (as
shown in Fig. 4) the foreground objects in MSRC dataset are more heterogeneous compared
with those in iCoseg dataset. In addition, out of the three methods, the ”mean” works best on
iCoseg dataset but outperformed by ”`2,1" and ”low” in MSRC, which can be explained as
follows":“mean" assumes that the classifiers are under the same distribution, while ”`2,1" and
”low” have more relaxed assumptions; accordingly, ”`2,1" and ”low” work better on dataset
with images having larger variations.

We also evaluated the computation time and accuracy of the proposed methods with
different number of images to be segmented. To this end, we used two sets of [29], “Air-
plane100" and “Car100", with each set containing 100 images. In our experiment, we first
excluded the outliers (the images do not share common foreground) and then applied the pro-
posed methods to different numbers of images, from 5 to 90 with a step-size 10. The results
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Figure 2: The precision of the proposed algorithms for each set of images of iCoseg (left) and
MSRC (right) dataset, where three multi-task learning methods are compared. The x-axis is
the index of the image sets, and y-axis is the precision.

Method Accuracy
[16] 78.9%
[26]* 82.4%
[30]* 83.9%
[35] 60.2%

Mean 88.67%
`2,1 87.81%
Low 88.33%

(a)

Method Accuracy
[16] 46.70%
[17] 50.20%
[20] 36.60%
[25] 40.90%
[29] 87.66%
[8] 63.00%

Mean 80.58%
`2,1 80.87%
Low 81.20%

(b)

Table 2: (a) The result on iCoseg dataset. In this experiment, the proposed methods outper-
form all the compared approaches. (b) The result on MSRC dataset.

are shown in Fig. 3. From these results, we can see that, the computation times increase
linearly with the number of images to be segmented. The performances of the proposed
approach become stable with more than 20 image. For “horse 100" set, the performance
decreases when the number of images increases, which might be explained by that the im-
ages in this set are less homogeneous. As the number of images increases, the classifiers
become diverse and have less shared information, then multi-task learning approach creates
less benefits.

5 Conclusion and Discussion
In this paper, we presented a novel image cosegmentation approach based on multi-task
learning, where segmenting of each image was viewed as a task and the prior that com-
mon objects are shared in images is modeled as the intrinsic relatedness of the tasks. In
implementing the solutions under this formulation, we evaluated and compared three types
of schemes. In experiments, we evaluated the proposed methods on two widely used bench-
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Figure 3: The accuracy and computation time of the proposed methods on “Airplane100"
and “Car100" set with varying number of input images.

mark datasets, iCoseg and MSRC, and competitive results were achieved. The proposed
methods were also demonstrated to be efficient, where segmenting 5 to 30 images costed
less than three minutes. For future work, we plan to investigate the replacement of grab-cut
by joint-grab-cut [21] as suggested by [10].
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iCoseg Dataset

MSRC dataset

Figure 4: Example of image segmentation on iCoseg dataset and MSRC dataset, where the
green contour shows the segmentation results.
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